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Pref ace 

Econometrics can be a fun course for both teacher and student. The real world of 

economics, business, and government is a complicated and messy place, full of 
competing ideas and questions that demand answers. Is it more effective to tackle 
drunk driving by passing tough laws or by increasing the tax on alcohol? Can you 
make money in the stock market by buying when prices are historically low, relative 

to earnings, or should you just sit tight, as the random walk theory of stock prices 
suggests? Can we improve elementary education by reducing class sizes, or should we 
simply have our children listen to Mozart for 10 minutes a day? Econometrics helps 
us sort out sound ideas from crazy ones and find quantitative answers to important 
quantitative questions. Econometrics opens a window on our complicated world that 

lets us see the relationships on which people, businesses, and governments base their 
decisions. 

Introduction to Econometrics is designed for a first course in undergraduate 
econometrics. It is our experience that to make econometrics relevant in an introduc­
tory course, interesting applications must motivate the theory and the theory must 

match the applications. This simple principle represents a significant departure from 
the older generation of econometrics books, in which theoretical models and assump­
tions do not match the applications. It is no wonder that some students question the 
relevance of econometrics after they spend much of their time learning assumptions 
that they subsequently realize are unrealistic so that they must then learn "solutions" 

to "problems" that arise when the applications do not match the assumptions. We 
believe that it is far better to motivate the need for tools with a concrete application 
and then to provide a few simple assumptions that match the application. Because 
the methods are immediately relevant to the applications, this approach can make 
econometrics come alive. 

To improve student results, we recommend pairing the text content with My Lab 
Economics, which is the teaching and learning platform that empowers you to reach 
every student. By combining trusted author content with digital tools and a flexible 
platform, MyLab personalizes the learning experience and will help your students 
learn and retain key course concepts while developing skills that future employers 

are seeking in their candidates. My Lab Economics helps you teach your course, your 
way. Learn more at www.pearson.com/mylab/economics. 

New To This Edition 

• New chapter on "Big Data" and machine learning 

• Forecasting in time series data with large data sets 
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xxviii Preface 

• D ynamic factor models 

• Parallel treatment of prediction and causal inference using regression 

• Now covers realized volatility as well as autoregressive conditional heteroske­

dasticity 

• Updated discussion of weak instruments 

Very large data sets are increasingly being used in economics and related fields. 
Applications include predicting consumer choices, measuring the quality of hospitals 
or schools, analyzing nonstandard data such as text data, and macroeconomic fore­

casting with many variables. The three main additions in this edition incorporate the 
fundamentals of this growing and exciting area of application. 

First, we have a new chapter (Chapter 14) that focuses on big data and machine 
learning methods. Within economics, many of the applications to date have focused 
on the so called many-predictor problem, where the number of predictors is large rel­

ative to the sample size-perhaps even exceeding the sample size. With many predic­
tors, ordinary least squares (OLS) provides poor predictions, and other methods, such 
as the LASSO, can have much lower out-of-sample prediction errors. This chapter 
goes over the concepts of out-of-sample prediction, why OLS performs poorly, and 
how shrinkage can improve upon OLS. The chapter introduces shrinkage methods 

and prediction using principal components, shows how to choose tuning parameters 
by cross-validation, and explains how these methods can be used to analyze nonstan­
dard data such as text data. As usual, this chapter has a running empirical example, 
in this case, prediction of school-level test scores given school-level characteristics, 
for California elementary schools. 

Second, in Chapter 17 (newly renumbered), we extend the many-predictor focus 
of Chapter 14 to time series data. Specifically, we show how the dynamic factor model 
can handle a very large number of time series, and show how to implement the 
dynamic factor model using principal components analysis. We illustrate the dynamic 
factor model and its use for forecasting with a 131-variable dataset of U.S. quarterly 

macroeconomic time series. 
Third, we now lay out these two uses of regression -causal inference and 

prediction- up front, when regression is first introduced in Chapter 4. Regression 
is a statistical tool that can be used to make causal inferences or to make predic­

tions; the two applications place different demands on how the data are collected. 
When the data are from a randomized controlled experiment, OLS estimates the 
causal effect. In observational data, if we are interested in estimating the causal 
effect, then the econometrician needs to use control variables and/or instruments 
to produce as-if randomization of the variable of interest. In contrast, for predic­

tion, one is not interested in the causal effect so one does not need as-if random 
variation; however, the estimation ("training") data set must be drawn from the 

same population as the observations for which one wishes to make the prediction. 




